
This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

IEEE JOURNAL OF SOLID-STATE CIRCUITS 1

A 20-ch TDC/ADC Hybrid Architecture LiDAR
SoC for 240 × 96 Pixel 200-m Range Imaging

With Smart Accumulation Technique and
Residue Quantizing SAR ADC

Kentaro Yoshioka , Hiroshi Kubota, Tomonori Fukushima, Satoshi Kondo, Tuan Thanh Ta , Member, IEEE,
Hidenori Okuni, Kaori Watanabe, Masatoshi Hirono , Yoshinari Ojima, Katsuyuki Kimura, Sohichiroh Hosoda,

Yutaka Ota, Tomohiro Koizumi, Naoyuki Kawabe, Yasuhiro Ishii, Yoichiro Iwagami, Seitaro Yagi,
Isao Fujisawa, Nobuo Kano, Tomohiko Sugimoto, Daisuke Kurose, Member, IEEE,

Naoya Waki, Yumi Higashi, Tetsuya Nakamura, Yoshikazu Nagashima,

Hirotomo Ishii, Akihide Sai , and Nobu Matsumoto

Abstract— This paper presents a time-to-digital
converter/analog-to-digital-converter (TDC/ADC) hybrid LiDAR
system-on-chip (SoC) to realize reliable self-driving systems.
The smart accumulation technique (SAT) is proposed to
achieve both 200-m and high-pixel-resolution range imaging,
which was untrodden with conventional LiDARs. The “smart”
accumulation is realized by a simple object recognition strategy
with small circuit overhead. When compared to conventional
accumulations, the LiDAR range is enhanced without degrading
the pixel resolution. Moreover, a TDC/ADC hybrid architecture
is proposed to achieve a wide-distance-range LiDAR with a
small silicon area and short-range precision. To minimize the
ADC cost, a residue-quantizing noise-shaping (RQNS) SAR
ADC is proposed. The prototype LiDAR SoC is fabricated in
the 28-nm CMOS technology and integrated into the silicon
photomultiplier (SiPM)-based LiDAR system. LiDAR measured
with 240 × 96 pixels at 10 frames/s achieves a measurement
range of 200 m with a 70-klx direct sunlight: the measurement
range is 2× longer than conventional designs. Furthermore, our
LiDAR achieves 4× higher effective pixel resolution compared
to conventional designs using simple accumulation. A 3-D
point-cloud image acquired with a real-life environment is
presented.

Index Terms— Direct time of flight (DToF), LiDAR, range
measurement, SAR analog-to-digital-converter (ADC), smart
accumulation technique (SAT), TDC/ADC hybrid, ToF.

I. INTRODUCTION

SELF-DRIVEN cars can ultimately reduce or even elimi-
nate car accidents and traffic jams. The ability of sensors

to measure long ranges (LRs) (up to 200 m) as well as high
image quality and resolution are essential to provide safe
and reliable self-driving programs of Level 4 and above [1].
Considering that the braking distance when traveling at
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120 km/h or 75 mi/h is 150 m on highways, sensing range
of 200 m is required to detect preceding vehicles with a
sufficient margin. Moreover, in order to realize safe and
reliable self-driving in urban areas, sensors uniting wide angle-
of-view and high-pixel resolution are required to fully per-
ceive the surrounding events and securely detect pedestrians.
It is challenging for the conventional sensors to cover these
requirements, millimeter radars measure long distances but
its resolution is limited [2] and have trouble resolving accu-
rate distances. Furthermore, optical cameras have difficulty
resolving depth [3].

LiDAR, on the other hand, can achieve both fine image
resolution and depth perception using time of flight (ToF). The
major weak point of LiDAR, a poor robustness for weather
condition, e.g., rain, snow, and fog, should be compensated
by sensor fusions, such as millimeter-wave radars + LiDARs.

This paper further explains the LiDAR system-on-
chip (SoC) presented in ISSCC 2018 [15]. This paper is
organized as follows.

1) Tutorial coverage on the state-of-the-art LiDAR archi-
tecture. Here, we define LiDAR signal-to-background
photon ratio (SBR) (Section II).

2) Details and analysis on the proposed smart accumulation
technique (SAT) (Section III).

3) LiDAR hardware architecture discussions (Section IV).
4) Circuit implementation details (Section V).
5) Measurement results including 3-D point-cloud images

(Section VI).

II. LIDAR SYSTEM ARCHITECTURE

A. ToF Architecture

There are mainly two types of photodetectors (PDs) used
for ToF measurements: a linear-mode avalanche photodi-
ode (APD) which has relatively low-gain and high-gain
Geiger-mode operated APD with quenching circuits also
known as single-photon avalanche diode (SPAD) [19].
In this paper, we utilize silicon photomultipliers (SiPM) [20],
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Fig. 1. DToF LiDAR operation. The distance to the object is directly obtained
by measuring the ToF of the laser photon.

which connect multiple SPADs in parallel to minimize the
printed circuit board footprints.

LiDARs are based on mainly two types of ToF detec-
tion techniques, indirect ToF (IToF) [16]–[18] and direct
ToF (DToF) [4]–[15]. IToF is based on a modulation and
demodulation of laser amplitude or phase. The phase differ-
ence between the output of the laser and reflection is detected
by the PD. The detected phase difference is stored as a
charge and calculated as a ToF by sampling using an ADC.
This method can achieve high image resolutions. IToF is,
however, not suitable for LR measurement. This is because
the linear-mode APD, required to achieve the highly linear
time-to-charge conversion, has magnitudes lower sensitivity
than SPADs/SiPMs. On the other hand, DToF is suitable for
LR measurement; the returned laser pulse is detected by a
high-sensitivity SiPM (Fig. 1) and is capable of detecting
even single-photon inputs. Since LR measurement is crucial
in our application, we build upon the DToF architecture with
a 2-D scanning mechanism, further explained in Section II-B.

B. LiDAR Scanning Systems
With a large 2-D SPAD array, the LiDAR can operate

similar to an image sensor, the entire distance image can be
acquired without scanning (flash LiDAR) [11]–[13]. While
the silicon front-end design is challenging, flash LiDAR can
omit the expensive mechanical and optical components for
scanning; the LiDAR system becomes low cost. Although, its
performance is fundamentally limited since laser photons must
be distributed to thousands of pixels. Therefore, the available
laser photons/pixel is low, and the performance does not reach
the requirement of self-driving systems.

By utilizing a scanning system in LiDARs, the performance
can be greatly improved with the added expense of the
scanning components. While single point (or single pixel)
measured LiDARs can make the best use of laser photons
and resolve long distances, the frame rate per second (FPS) is
constrained by the large number of scans required to construct
the whole image. Therefore, in order to leverage the balance
between FPS and laser photon use, advanced driver-assistance
systems (ADAS) LiDARs acquire multiple pixels at each
measurement and conduct a 2-D scan through the imaging
space via polygon mirrors [4]–[6].

Fig. 2 further shows the 2-D column scan conducted in our
LiDAR system. First, the LiDAR acquires 20 column pixels

Fig. 2. 2-D multi-column scanning done in the LiDAR system to obtain a
single image (or frame). In each measurement, 20 column pixels are acquired.

with a single measurement where a horizontal scan is executed
to acquire the image space of row#1, represented by the red
arrow in Fig. 2. When the first horizontal scan is finished, scan-
ning row#2 is executed, which is indicated by the blue arrow.
This procedure is repeated until the whole image is acquired,
where we indicate the fully scanned image as a frame. In our
LiDAR system, 10 frames are acquired per second, and each
ToF measurement takes about 4.5 μs. The horizontal pixel
resolution can be flexible from 1920 to 240 pixels based on
the tradeoff between resolution and distance.

The mechanical and optical components required for laser
scanning greatly limit the LiDAR’s cost, size, and reliability.
To counter this problem, use of MEMS mirror [7], [8] and
optical phased mirror [9], [10] are explored to shrink the scan-
ning system. While these technologies can bring a significant
breakthrough to LiDAR applications, their optical loss is still
too large to replace the polygon mirror.

C. Defining LiDAR SBR
In this paper, we will utilize LiDAR SBR to discuss the

performance of DToF LiDARs. Since we do not include the
effects of sampling and the statistical behavior of photons,
(1) is not rigid. We would like to emphasize that the goal
of defining LiDAR SBR is to discuss the effects of noise
photons in LiDAR systems, so relative effects can be discussed
conveniently in this paper

SBR

= log20
Number of laser photons detected@SiPM

Number of background photons detected@SiPM
.

(1)

The numerator indicates the number of detected laser pho-
tons when measuring at a particular distance. The denom-
inator shows the number of background photons detected,
which in ADAS LiDARs, the largest source is the sunlight,
since we cannot distinguish that the incoming photon is
either sunlight or laser (even with optical bandpass filters).
Other noise sources, e.g., SiPM darkcount, afterpulse, and
circuit noise, are magnitudes lower and thus neglected in
this analysis. Importantly, laser light diffuses as it propagates
through air: the signal loss follows the inverse square law
against distance in LiDARs. Only one-fourth of photons is
returned from 200-m ranged targets when compared with
targets 100 m away. (The SBR is 12 dB worse.) Therefore,
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Fig. 3. Laser and SiPM output waveforms are shown, where 200-m DM is
conducted under strong sunlight.

Fig. 4. Accumulation done by a 3 × 3 accumulation window is illustrated.
To centered pixel E, the neighboring data (A–I) are accumulated. Imaging
such situation with simple accumulations is challenging.

the LiDAR SBR is strictest during 200-m LR measurements
with daylight, especially at sunset when the sunlight intensity
can reach 100 klx. Fig. 3 shows an example of a SiPM output
when a measurement is conducted at such conditions. Note
that due to strong sunlight, background light-induced photons
may pile up and generate a higher SiPM current peak than the
returned laser pulse. Since peak detection will easily fail in
such conditions, an accumulation technique, as discussed in
Section II-D, is mandatory to enhance the SBR.

Note that our system utilizes laser wavelength of 905 nm.
By moving to lasers with 1550-nm wavelength, the sunlight
photons can be reduced significantly with expensive non-
silicon PDs.

D. Simple Accumulation and Its Drawbacks
How can we improve the LiDAR SBR using algorithmic

techniques? An effective method is pixel accumulation (aver-
aging). Conventional LiDARs [4] utilize two types of pixel
accumulation: 1) by accumulating multiple measurements
within the same pixel (or temporal averaging) and 2) accu-
mulating the results of neighboring pixels (NPs) (or spatial
averaging). Both accumulation methods improve the LiDAR
SBR by the square root of accumulated samples. However,
the prior method has a tradeoff between FPS. To further
improve the SBR without degrading FPS, Niclass et al. [4]
utilizes the spatial accumulation method, where we refer to as
“simple” accumulation.

The simple accumulation is only effective when the accu-
mulated pixels all “watch” the same target. If a pixel is “watch-
ing” a different target, the image quality of the image will be
degraded, which is further illustrated in Figs. 4 and 5. Here,
we apply a 3 × 3 accumulation window to pixel E, to accu-
mulate all NPs (A–I). As shown in Fig. 5, pixels D–I “watch”
the same object (a car), and accumulation contributes to

Fig. 5. Processed waveforms with “simple” accumulation. Since SiPM
outputs of two objects are accumulated, ToF measurement can be mistaken.

Fig. 6. LiDAR design tradeoffs.

enhancing the SBR. However, pixels A–C watch a different
object (an electric pole); in cases where the distance and
reflection rate greatly differs from the main target (a car),
the reflected laser output amplitude and the ToF information
seen at the SiPM waveform will be significantly different.
Accumulated data may show two peaks, therefore easily
failing the ToF measurement. Here, we would recognize that
“simple” accumulation is similar to Blur algorithms; while
denoising can be accomplished by spatial accumulations,
object edges disappear and the image quality is degraded.
In LiDARs, this leads to misdetection of small objects. Since
it is crucial for the LiDARs to detect small objects, e.g., pedes-
trians, in self-driving systems, this cannot be overlooked.

III. SMART ACCUMULATION TECHNIQUE

A. Tradeoffs in LiDAR Design
We would like to wrap up the perspectives given at

Section II as LiDAR design tradeoffs. Since the signal
power or the laser power is limited by the eye safety in
commercial LiDAR systems, we have a clear tradeoff between
measurement distances versus the image quality, which is
shown in Fig. 6. We can improve the measurement distance
by utilizing simple accumulation, but the image quality is
degraded by the “Blur” characteristic. Without accumulation,
optimal image quality can be obtained but the LiDAR SBR is
low: the measurable distance is insufficient for our self-driving
target. The requirement is extremely strict for self-driving
LiDARs, since we must fulfill both image quality and distance
at a high level. The conventional technique would not let fulfill
this target.

B. Concept of SAT
In order to accomplish the self-driving LiDAR target per-

formance, we propose the SAT to break the performance
tradeoff between the image quality and measurement dis-
tance. The SAT enhances the LiDAR SBR with minimum
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Fig. 7. Concept of binary object classification with SAT explained with an
example of image capturing of two objects.

image quality degradation, resulting in both long distance
measurement (DM) and high image quality. To avoid the
SBR degradation due to the accumulation of pixels watching
different objects, SAT performs binary object classification
before accumulation. Binary object classification determines
whether a pixel is watching the same object as the referenced
pixel or not; the pixel sets to accumulate if the same object
is watched and ignored vice versa. The idea of SAT is similar
to bilateral filters often used in image processing, which is
an adaptive filter for edge preservation in denoising filters.
To the best of our knowledge, SAT is the first to introduce
adaptive filtering upon processing raw ADC result to enhance
the precision of ToF measurement.

C. Algorithm of SAT
We will explain the algorithm of SAT with Fig. 7, where

a car and electric pole are present. We will assume that
E is the measuring pixel (MP), and the surrounding pixels
are candidates for accumulation; thus, a 3 × 3 accumula-
tion window is utilized. Remember that accumulation of the
pixels D, F, G, H, and I “watching” the same target (a car) as E
will contribute to the SBR improvement but accumulating oth-
ers (pixels A, B, and C “watching” electric pole) can degrade
the SBR. To prevent this problem, a binary object classification
is done with SAT; the pixel data (the raw ADC output) are
pre-processed, and the peak level (PL) and floor level (FL)
are tagged as shown in Fig. 8. Note that the amplitude swing
of the ADC depends on the number of captured photons,
and hence PL has a strong correlation against the reflectivity
and distance of the target. Moreover, FL also has a strong
correlation against the target since the sunlight not only injects
directly to the LiDAR but also comes in through the reflection
of the target. SAT only accumulates the corresponding pixel
when the correlation of both PL and FL against MP excesses
appropriate value (Fig. 9). Utilizing both PL and FL for the
target recognition, SAT enhances not only the accuracy but
also the environmental robustness; the former is effective at
daytime situation when FL is relatively high, and the latter is
effective when sunlight level is relatively low.

D. Analysis of SAT
Here, we will focus on the analysis of SAT, especially

on the 200-m DM results. As we have briefly stated, SAT
will accumulate only NP data which has a high correlation
to the targeting MP. Therefore, the LiDAR SBR is improved
efficiently without degrading the image quality. The correlation
between MP and NP is derived from the laser light amplitude:
PL and environment light amplitude: FL.

Fig. 8. (a) Raw output of each pixels or the ADC output waveforms. When
the pixels “watch” the same object, its PL and FL show high correlation and
SAT will use such information to classify the objects. (b) With SAT, only
the pixels “watching” the same object are accumulated; the SBR is improved
significantly.

Fig. 9. SAT checks the correlation of PL and FL between the measured
pixel and the pixel to be accumulated.

The possibility of MP and NP “watching” the same object
has a non-linear relationship against the correlation derived
from PL and FL, as shown in Fig. 10(a). Therefore, by setting
the accumulation threshold to 0.5, the possibility of accumu-
lating a different object than was, otherwise, expected can be
reduced by 4× compared to “simple” accumulation. This leads
to longer measurement range and higher image quality. Note
that applying both PL and FL improves the possibility that data
of same objects are accumulated. Fig. 10(b) shows a system
simulation result where a 10% reflection target is placed.
Also, non-target objects are generated with random distances
to simulate real-life urban situations. To analyze the benefit
of SAT, we vary the target size (plotted as pixel2) in simu-
lations (the target width–height is randomized as well). Here,
we evaluate the measurement as “success” when the measured
distance error is within 1% of the ground truth distance.
While the conventional simple accumulation can detect large
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Fig. 10. (a) Correlation between MP and NP versus the possibility of the two
pixels watching the same object. The correlation is derived from PL and FL.
(b) Simulation of 200-m range measurement comparing simple accumulation
and SAT. We plot target size versus succession rate.

TABLE I

GENERAL PERFORMANCE COMPARISON OF DISTANCE QUANTIZERS

targets (>40 pixel2), it is challenging to detect small targets
since non-target objects are also accumulated. On the other
hand, with SAT, such non-target objects are efficiently filtered
prior to accumulation and enables he detection of 4× smaller
targets. Therefore, we conclude that SAT has a 4× higher
effective image resolution compared to prior techniques. Note
that if non-target objects are not generated, the difference
between simple and SAT will be small. In this experiment, we
aim to replicate an urban environment where multiple objects
can exist within the accumulation window (as in Fig. 4), which
is a challenging task for the simple accumulation technique.

IV. LIDAR CIRCUIT ARCHITECTURE

A. Conventional LiDAR Circuit Architecture Issues
In this section, we will discuss the LiDAR circuit archi-

tecture (Table I). In conventional LiDARs [4], [5], the TDC
circuit has been frequently utilized as a distance quantizer.
The largest merit upon using TDC is that extremely fast
time resolution (<100 ps) can be achieved with very small
area. Even TDCs capable of multiple measurements have

been presented [23]. However, TDCs cannot acquire amplitude
information, since it only measures the ToF when the input
exceeds a certain value. Therefore, SAT cannot be utilized
and LiDAR SBR will be limited. On the other hand, LiDARs
utilizing ADCs have been presented [6], which can make
the use of SAT and realize LR high-image-quality LiDARs.
Nevertheless, the ADC circuitry has a slow sampling rate and
large silicon area when compared to TDCs.

For ADAS LiDAR systems, sub-centimeter precision
(rms distance error) is required at short distances for reli-
able parking assists and curb detections, and the required
time resolution to achieve sub-centimeter error is approxi-
mately 100 ps (10 GS/s). For an example, a state-of-the-art
8-bit 16 GS/s ADC in 28-nm standard CMOS occupies an
area of 0.6 mm2 [25]. The 20 channels of such ADCs would
consume an unrealistic silicon area of 12 mm2 and will
dominate the cost of LiDAR SoCs.

B. Proposed Hybrid Architecture

To realize a LiDAR SoC with low area and high preci-
sion for short distances, we propose the ADC/TDC hybrid
architecture shown in Fig. 11. Both TDC and ADC are
distance quantizers by making the use of the relaxed ToF
error requirements. Generally, LiDAR requires precise DMs
for short distances. However, the precision requirements are
relaxed for longer DMs. This is shown in Fig. 12, where the
target ToF measurement error is relaxed for longer measure-
ment distances.

For short-range (SR) measurements under 20 m, the 12-bit,
40-ps time-resolution TDC can easily achieve sub-centimeter
precision. Moreover, the proposed hybrid architecture sig-
nificantly relaxes the ADC sampling rate to 400 MS/s
since distance precision is greatly relaxed for LR measure-
ments (20–200 m). Due to the hybrid architecture, the relaxed
ADC sampling rate allows us to design ADCs with signifi-
cantly reduced area. We would like to emphasize that ADC
area reduction makes up for implementing the SR and LR
circuitries, respectively, since 10 GS/s ADCs are magnitude
larger than 400 MS/s ADCs.

The LiDAR SoC block diagram incorporating the
TDC/ADC hybrid architecture is shown in Fig. 11. For short
distances (<20 m), TDC operates without SAT; the reflected
laser light is strong and sufficient LiDAR SBR can be achieved
without accumulation. The TDC circuitry implements sunlight
tolerance by setting a finite threshold (Vth) upon trigger-
ing its operation [4]. On the other hand, for LR measure-
ments (20–200m), SAT is utilized to enhance the LiDAR SBR
without degrading the image quality. Since the TDC triggering
threshold is set high enough so that it will not be triggered by
background photons, the TDC output can be relied on. There-
fore, when determining the pixel’s ToF results, TDC results are
utilized if TDC results exist [24]. If not, the ToF is derived
through the ADC data processing pipeline, which is explained
in the following. First, if the measurement utilizes temporal
accumulation, the ADC output is averaged for N times.
Then, the averaged ADC output will be processed by the SAT
algorithm and spatial accumulation is executed. Next, peak
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Fig. 11. LiDAR SoC block diagram.

Fig. 12. Concept of the hybrid architecture.

detection is done where the highest ADC output is simply
selected, and the ToF result is derived with interpolations.

Upon realizing the hybrid architecture, we designed an
optical system where the incoming light is split and injected
to two types of SiPMs, SR-SiPM and LR-SiPM, respectively,
and these two SiPM are optimized to improve the LiDAR
performance. Since the laser light reflecting from SR targets is
strong, the SiPM output may saturate and worsen measurement
precisions. To prevent such issues, the number of SPAD cells
in SR-SiPM is increased substantially. To the contrary, our
LR-SiPM is structured to maximize the quantum efficiency,
which is the most important ability for LR measurements.
To minimize the optical loss, the optical system is designed to
realize the unsymmetrical photon distribution with LR-SiPM
and SR-SiPM; the photons are concentrated to the LR-SiPM
which has significantly strict SBR.

The drawback of the hybrid architecture is the offset
generated between the SR and LR path, which will affect
the monotonicity and linearity of the LiDAR. This result
mainly because of differed print board patterning and SiPM
timing constants, which is difficult to eliminate. Therefore,
we compensate this problem by utilizing replica LR and SR
measurement blocks, respectively. A pilot signal, generated
by replica SiPMs (not shown), is input to the LR and SR
block simultaneously, to generate a measurement result with
a known ToF. Thus, by comparing the ToF results, the offset

is easily derived and is removed digitally during the LiDAR
operation. Since timing offset due to circuit mismatches were
small, we do not calibrate inter-channel offsets in this design.

V. CIRCUIT IMPLEMENTATION

A. Long-Range TIA Designs
Fig. 13 shows the schematic of the LR analog front-

end (AFE) path, illustrating mostly the trans-impedance ampli-
fier (TIA). The TIA is mainly composed of two stages, where
the first stage is the transimpedance stage and the second
stage transforms the signal to single-to-differential and I -to-V ,
respectively. An additional buffer amplifier drives the ADC
input and also transfers the power domain 1.8–0.9 V.

To achieve the best LiDAR performance, a wide signal
bandwidth (BW) of 100 MHz is required. To achieve 100-MHz
BW while driving a large printed circuit board loading capac-
itance (30–50 pF), the transimpedance stage was realized by
regulated common-gate amplifier [21] to enable low input
impedance of 30 �. The regulated amplifier was designed
with a two-stage opamp to achieve high gain, and its stability
was carefully designed. While SiPMs’ output currents vary
from 100 μA to few milliamperes, the TIA may saturate
if the dc current (IDC) is insufficient. In our design, the
dc current (IDC) is configurable for ±10 dB; the SoC can
cope with various SiPMs. The two-stage TIA adds flexibility
to the system but comes with a cost of additional power and
area overhead. While the regulated amplifier dominates the
TIA noise (the TIA input referred noise was 1.2 μ Arms), this
noise is small compared to the SiPM single-photon current
output (8 μA) and has small effect to the LiDAR performance.
For an example, even if the TIA input referred noise was to
be doubled to 2.4 μArms, system simulation showed that the
LiDAR’s success rate or precision will not be affected.

B. Residue-Quantized Noise-Shaping SAR ADC
When realizing an 8-bit ADC in deeply scaled CMOS, it is

likely that SAR ADC achieves the best performance due to
its digital friendly nature [26]. Generally, in an SAR ADC,
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Fig. 13. Schematic of the LR TIA circuitry.

Fig. 14. Concept and block diagram of RQNS SAR ADC.

the C-digital-to-analog-converter (C-DAC) area is dominating
since it enlarges exponentially with the increase with the ADC
bit, which limits the operation frequency. Hence, to enhance
the sampling rate up to our target, 400 MS/s, area-consuming
time-interleaving technique will be required. Therefore, SAR
ADC with the noise-shaping (NS) technique [27] is used for
our LiDAR SoC, to enhance the conversion accuracy per cycle
by NS. Since the quantization noise is shaped, the C-DAC res-
olution and SA cycles required to achieve a certain signal-to-
quantization ratio (SQNR) is relaxed, leading to smaller area.

On the top of that a 2nd-order residue-quantizing
NS (RQNS) technique is proposed to further enhance SQNR
and area. In the conventional NS-SAR ADC, to process the
analog residue, area-consuming sample and hold (S/H) and
switched capacitor (SC) circuits were required to achieve the
optimum noise transfer function (NTF). Therefore, the merits
were limited to SQNR enhancement and not area reduction.
The proposed RQNS shifts the residue processing to the digital
domain, where the signal processing has a low power and
area cost; the amplification can be conducted by bit shifts
and sampling circuits by only few flip flops. This enables the
NS-order enhancement with minimum area penalty.

Fig. 14 shows the concept and block diagram of the RQNS
SAR ADC. The residue quantizer is composed of 3-bit SAR
ADC samples and quantizes the residue generated at the
main 5-bit SAR ADC prior to the next conversion in a
pipelined fashion. Therefore, the speed penalty due to residue

quantization is small. The quantized residue is sent to the
digital-domain residue feedback circuit, where the residue is
stored and amplified to achieve the optimum 2nd-order NTF.
The C-DAC schematic with the residue feedback mechanism
is shown in Fig. 14. It consists of two parts: the main C-DAC
where it conducts the SAR operation and the residue C-DAC
which handles the quantized residue for the NS operation.
In this design, the unit capacitors receiving Dres[z − 1] are
sized 2× larger to prevent overflow, since the 3-bit results
are bit shifted to the left upon input. The comparator offset
between the main and the residue-quantizing SAR ADC can
cause performance degradation. While not shown in Fig. 14,
an additional offset canceling DAC is connected to compensate
the offsets to the main and residue-quantizing SAR ADC,
respectively. A bang-bang calibration is conducted upon SoC
startup, where DAC codes to cancel the offset is acquired.

In ToF measurements, ADC sampling rate is crucial for ToF
precision rather than the input signal BW; therefore, oversam-
pling is acceptable. In our LiDAR system, there was no effect
to the ToF performance up to oversampling ratio (OSR) = 2,
but some precision degradation was confirmed above OSR =
4. Therefore, OSR = 2 was chosen. For systems compatible
with higher OSRs, due to the nature of digital-domain residue
processing, RQNS ADCs can easily utilize 3rd-order or higher
NS to achieve higher SQNR without significant circuit over-
heads. In addition, while most NS-SAR ADCs [27]–[30]
utilize four-input comparators to feedback the residue,
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Fig. 15. Measurement results of the SAR ADC. (a) Spectrogram of the
ADC output with 9.8-MHz sinusoidal input. (b) Performance summary of
the measured SAR ADC. (c) Power versus area benchmark against ADCs
presented at past ISSCC (data based on [31]).

four-input comparator offset is easily modulated by power
supply and common-mode variations; therefore, the ADC per-
forms with low common-mode noise rejection ratio (CMRR)
and power supply noise rejection (PSR). This cannot be over-
looked since automotive applications demand high reliability
to circuits. On the other hand, our RQNS ADC feedback
the residue via C-DAC and allows us to use high-reliability
two-input comparators; hence, the ADC sustains high CMRR
and PSR.

The measurement results of the ADC alone are demon-
strated in Fig. 15. The 2nd-order NS is accomplished due to
the RQNS; NS of 40 dB/dec is confirmed at the spectrum
[Fig. 15(a)] and SNDR = 37.7 dB is achieved at OSR = 2.
The measurement results are confirmed with all 20-ch ADCs
operating simultaneously with large power supply variations.
However, there is almost no SNDR degradation compared
with measurement conducted with only 1-ch ADC. The ADC
achieves the smallest area among previously reported ADCs
at ISSCC with SNDR > 35 dB and BW 50–400 MHz
[Fig. 15(b) and (c)]. Note that the ADC area is described
without decoupling capacitors. When included, the ADC area
will increase 20%.

C. Short-Range Analog Front End
Fig. 16 shows the block diagram of the AFE

for SR-DM. The AFE consists of TIA, constant-fraction

Fig. 16. AFE for SR-DM (top). Principle of CFD (bottom).

Fig. 17. Measured SR-DM non-linearity against excited SiPM cells.

discriminator (CFD), and TDC circuits. The TIA adopts
the same architecture as the LR, which receives the current
signal from SR-SiPM with 100-MHz BW and converts
to a voltage signal for the successive signal processing in
the TDC. The TDC is simply triggered when the TIA output
reaches a certain threshold, set to neglect sunlight excitations.
The comparator output (DM_Stop) triggers the TDC to
acquire high-precision ToF measurement results. However,
non-linearity remains a serious problem in TDC-based
architectures. As shown in Fig. 16 (bottom left), if the output
current (excited cell number) of the SiPM changes with
the target reflectivity or distance, the triggered timing also
alters due to the constant threshold value, resulting in a large
non-linearity. We tackle this issue by utilizing a CFD circuit
as in [22]. The CFD compares the delayed and non-delayed
input signals and equivalently detects the zero-crossing timing
of the differentiated input signal; thus, a time-invariant TDC
trigger signal can be generated [as illustrated in Fig. 16
(bottom right)]. The measured SR-DM non-linearity against
the excited SiPM cells is plotted in Fig. 17. This graph proves
that CFD successfully cancels the rise time dependence,
resulting in a < ±1 cm non-linearity.

Fig. 18 shows the block diagram of the 40-ps LSB 20-ch
TDC for SR-DM. The TDC utilizes an architecture similar
to [4], except that all-digital (AD) phase-locked loop (PLL)
is used and not analog PLL, to further reduce chip area.
An eight-phase ring digitally controlled oscillator (DCO) has
a 3-bit phase information, which is phase locked by an AD
PLL. The integer phase information of the DCO is detected
by a 9-bit binary counter, resulting in a total measurable range
of 12 bits (0–20 m). The DCO and the counter are shared
among the 20-ch D-type flip-flop (DFF) latches, constructing
the 20-ch TDC. Fig. 19 shows the measured result of SR-DM
error, measured by injecting SiPM-simulated signal with a
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Fig. 18. Block diagram of TDC for SR-DM.

Fig. 19. Measured SR-DM precision.

Fig. 20. Chip photograph of the LiDAR SoC fabricated in 28-nm CMOS.

known ToF to the LiDAR SoC. Such electrical simulated
measurements were mandatory in order to efficiently conduct
thousands of SR-DM. The measured result confirms that the
SR-DM block achieves 1-cm precision at range of <10 m and
0.1% precision at range of 10–20 m.

VI. MEASUREMENT RESULTS

The proposed TDC/ADC hybrid LiDAR SoC was fabricated
in 28-nm CMOS (Fig. 20). The LiDAR system was developed
by integrating optical systems, SiPM, and SoC (Fig. 21).
To accomplish quantitative comparisons between the state-of-
the-art works, we will build an outdoor DM system based
on [4], illustrated in Fig. 22. We prepare a moveable target
which is covered with a material having a 10% reflectivity.
At 200-m distance, the target was 14 pixel2 in size and the SAT
accumulation window was set to 27 pixel2 to fully cover the
target and maximize SBR. During measurement, the downpour

Fig. 21. Our developed LiDAR system.

Fig. 22. Outdoor measurement setup.

of sunlight was 100 klx, and when the luxmeter was hold
up to the LiDAR input, it showed 70 klx, which is very
similar to the condition in [4]. While the horizontal resolution
is flexible in our LiDAR system (1920–240), we set this to
240 in order to enclose to the condition in [4]. This allows us
to utilize temporal averaging, where each pixel was measured
and averaged for eight times, respectively. The LiDAR obtains
the entire image with 10 frames/s, and the average laser power
was 50 mW. A calibration was carried out beforehand to
eliminate offsets induced by mismatches.

We measured the target distance starting from 20 m and
with a 40-m interval (20, 60, 100, 140, 180, 200, and 220 m)
with SAT enabled. Fig. 23(a) shows the ground truth distance
versus measured distance (averaged 1000×) to evaluate static
errors. The distance error is only 0.1% at 200 m (20-cm error).
Fig. 23(b) shows the measurement distance against success
rates. Up to 180 m, the success rate is 100%, and at 200 m,
92.7% success rate is accomplished. Since our design goal was
accomplishing 90% success at 200 m, the results satisfy our
design targets. For reference, the success rate was dropped to
60% at 220-m distance. Fig. 23(c) shows the measurement’s
dynamic errors (standard deviation) or repeatability errors,
and note that this is computed only from the successful
measurements. The dynamic errors at 200 m were 250 mm,
which is 0.125% of the measured distance. Throughout the
range of 20–200 m, the dynamic errors stay within 0.125% of
the distance. While the quantum efficiency of the LR-SiPM
has not been directly measured, we estimate that it is around
5% comparing Fig. 16 results and system simulation results.
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Fig. 23. Outdoor measured performance of the LiDAR system. (a) Actual ground truth distance versus measured distance by LiDAR. (b) Distance versus
success rate, where we define the success as measurement with ±1% error. (c) Distance versus dynamic error.

Fig. 24. Range image acquired in urban situation. (a) Range image with SAT.
(b) Range image without SAT (no accumulation). (c) Range image without
SAT (simple accumulation).

The range images captured by the LiDAR with SAT,
without accumulation, and with simple accumulations are
shown in Fig. 24(a)–(c), respectively. Note that this image
is captured with 1920 × 96 resolution and 10 frames/s with
20-mW average laser power. The laser power is in a range
where it would pass class-1 eye safety standards with a
significant margin. Fig. 24(b) shows the distance image where
it was captured without using any accumulation techniques.
As we had discussed in Section II, high image quality can be
achieved, but the LiDAR SBR is low; it fails to recognize the
pedestrian at LR. Moreover, it is interesting that the LiDAR
fails to recognize the road as well, which is an object that has
low reflectivity. Fig. 24(c) shows a distance image acquired by
utilizing “simple” accumulation with a 3×9 window. Since the

Fig. 25. 3-D point-cloud image taken with our LiDAR system.

LiDAR SBR is improved by accumulation, it succeeds upon
acquiring the road. However, a strong “Blur” effect is induced,
and the image quality is poor and note that it fails to acquire
small objects such as the pedestrian. Finally, the distance
image acquired by utilizing SAT is shown in Fig. 24(a).
Since SAT conducts a simple binary object classification upon
accumulation, the LiDAR SBR is enhanced significantly while
sustaining high image quality. While it is challenging to detect
small objects with simple accumulation, SAT can recognize
the pedestrian, thus suitable for self-driving applications.

Fig. 25 shows a snapshot of a daytime 3-D point-cloud
image taken with our proposed LiDAR system at a real-
life environment. This is acquired by enabling SAT and with
10 frames/s. For better understanding, the objects included in
the image were surrounded by red rectangles and tagged by
the authors. In ADAS driving tasks, the distance images are
passed on to cognitive image processors, which will recognize
the surrounding objects using data with a fusion with camera
and millimeter-wave radar data.

Table II shows the LiDAR performance comparison. The
proposed LiDAR using the proposed hybrid SoC and SAT
achieves 2× longer DM and 4× higher effective pixel reso-



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

YOSHIOKA et al.: 20-ch TDC/ADC HYBRID ARCHITECTURE LiDAR SoC 11

TABLE II

PERFORMANCE COMPARISON WITH STATE-OF-THE-ART LIDAR SOCS

lution than conventional designs with almost equivalent FPS.
Considering the laser photon’s distance divergence and if the
same laser power was used in [4], our proposed LiDAR can
achieve 1.4× longer range DM thanks to the ADC-based
quantization and SAT.

VII. CONCLUSION

A TDC/ADC hybrid LiDAR SoC to realize reliable self-
driving systems was presented. The SAT-based quantization
and ADC-based quantization are the key technologies upon
achieving 200-m range imaging with a high image quality,
which was untrodden with conventional LiDARs. The “smart”
accumulation was realized by utilizing simple object recogni-
tion with small circuit overhead; compared to conventional
“simple” accumulations, the LiDAR range and precision are
enhanced significantly without degrading the pixel resolution.
Moreover, a TDC/ADC hybrid architecture was proposed to
achieve a wide-distance-range LiDAR with a small silicon
area and sub-centimeter precision at short distances. To further
downscale the ADC cost, an RQNS SAR ADC was proposed.

The prototype LiDAR SoC was fabricated in the 28-nm
CMOS technology. The LiDAR measured with 240 ×
96 pixels at 10 frames/s achieved a measurement range
of 200 m even with 70-klx direct sunlight: the measurement
range is 2× longer than conventional designs. Furthermore,
our LiDAR achieved 4× higher effective pixel resolution
compared to conventional designs using simple accumulation.
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